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Abstract

In this work we consider flooding, a fundamental mechanism for network
discovery and query routing, in unstructured peer-to-peer networks. Flooding
has well known properties such as fast responses and quick network coverage
but at the same time it suffers from high overheads due to unnecessarily
generated traffic (duplicate messages). While there has been a significant
amount of research on strategies that try to moderate this drawback, there
has been no work that aims at quantifying it. This is the subject of the present
paper; we analyze the behavior of flooding related to duplicate messages
and provide simple bounds and approximate models to assess the associated
overheads.

1 Introduction

Unstructured peer-to peer (p2p) networks consist of a large population of networked
computers that offer resources and operate at fully decentralized manner. Such
systems are usually quite large, highly dynamic and each node (or computer) has
only information for a small subset of the other participating nodes. Unstructured
p2p networks are usually modeled by graphs, which provide the tools to characterize
their structure and predict their behavior [1]. Various networks like the Internet,
social contact networks, biological networks, webpage networks can be described
as random graphs. Random graph models were pioneered by Erdős and Rényi [2],
through their uniform model, known as G(N,m), where N nodes are connected by
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m edges, which are uniformly at random chosen out of the N(N − 1)/2 possible
edges.

In the absence of any information, these systems use mainly flooding and its
variants to provide search facilities. In flooding, the node (peer) that initiates the
search sends a query message to all its neighbors. Any neighbor that does not know
about the resource propagates the message to all its neighbors, and so on, until the
resource is discovered or some termination conditions are reached.

For example, one of the fundamental issues is that of locating a desired resource.
Because in unstructured p2p networks there is no relation between topology and
resource placement, all search methods are mainly oblivious and flooding is one the
most widely employed ones (the Gnutella protocol [3] is one prominent example).
Another closely related operation is that of network discovery, where a node is
interested to discover all reachable nodes (possibly within a particular distance).
This operation can be considered as a special type of query where no peer knows
about the requested resource and thus forwards it to all its neighbors. For our
purposes here, network discovery and search will be considered equivalent and we
will use them interchangeably.

It is well known that flooding, by nature, produces an enormous amount of
messages that are transmitted over the network. Thus the search process is very
fast but at the same time it is non scalable and quite expensive. Achieving high
node coverage in the network yields better search performance but overloads the
network with unnecessary messages. There are many works that acknowledge the
excessive traffic produced by flooding [4], [5], [6], [7] and many others that propose
strategies to reduce it. Some of the latter rely on probabilistic flooding where a node
propagates a query message to its neighbors with a given probability, on random
or generalized random graphs [8], [9], [10]. Gaeta et al [11], [12] derive analytical
models to determine the impact of overlay topology and compare flooding-based
schemes while also proposing efficient flooding strategies with tunable parameters.
Gkantsidis [13] proposes a combination of flooding and random walks. Finally
others try to restrict the search space by guiding search to certain edges or groups
of nodes [14], [15], [16], [17], [18], or use other algorithms to eliminate excessive
traffic [19], [20].

Despite this large amount of work that tries to reduce the overheads associated
with flooding, to the best of our knowledge, there has been no study that tries
to quantify the amount of this excessive traffic; this is exactly the subject of this
paper. We are interested in knowing how significant the redundant traffic produced
during flooding is. Our main contribution is thus a novel analysis for the overheads
of plain flooding. More specifically, we derive simple but general bounds on the
number of redundant messages produced, based on the number of total message
transmissions and the degrees of the nodes in the network. Additionally, we present
an intuitive model that approximates the flooding overheads in every step of the
procedure.

The rest of the paper is organized as follows: in Section 2 we present the
details of the problem we study here. In Section 3 we derive general bounds on the
number of redundant messages produced by flooding. In Section 4 we present an
approximate model for the number of duplicate messages and validate it through
simulations. Some possible extensions of this model are discussed in Section 5 and
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finally the paper concludes with a summary in Section 6.
In what follows, along with the analysis we provide experimental results based

on a detailed simulator we have constructed. A simulation session begins by con-
structing a network of given parameters (e.g. number of nodes, edges, average
node degree or degree distribution). The topologies currently supported include
uniformly random graphs (in the Erdős-Rényi sense), random regular graphs and
power-law random graphs based on the Barabasi model [21]. In addition, the sim-
ulator can generate topologies with a desired clustering coefficient, based on the
algorithms of Heath and Parikh [22]. A simulation run involves selecting a random
root node which starts a query and uses flooding to propagate the query message
to the other nodes of the simulated p2p network. User-configurable parameters
include the options to limit the search to within a particular distance from the root
node and to detect/eliminate unnecessary duplicate messages, based on the discus-
sion that follows. Calculated metrics include the number of message transmissions,
the number of visited nodes and the number of duplicate message receptions.

2 Unstructured P2P Networks & Flooding

In distributed systems, like p2p networks, nodes form an overlay network over the
physical network and each connection between a pair of nodes is a logical link.
The overlay network is modeled as a random undirected graph G = (V,E), where
|V | = N are the vertices which correspond to system nodes (peers) and E is the set
of edges (or links) connecting the peers. In typical networks, each node is adjacent
to a subset of the others nodes in the system. We denote dv the degree (number of
neighbors) of node v. It is known that

∑
v dv = 2|E|. Finally, let d = 1

N

∑
v dv be

the average degree in the network.
Fig. 1 illustrates the problems of flooding; node v is about to propagate a mes-

sage to both its neighbors (u and w). Assume, as an example, that each message
transmission takes exactly 1 time unit (step). In the scenario of Fig. 1, an arrow
denotes a message transmission and its label is the step of the procedure the trans-
mission occurs at. Nodes x and y will receive the message twice in the second step
through different paths. Since there is no coordination, in the third step nodes u
and w will receive the same message another two times, leading to a large num-
ber of redundant receptions of the same message (duplicate messages). Duplicate
messages are denoted by the gray arrows.

In order to control the extend of flooding, a time-to-live (TTL) parameter is
usually attached to each message which gets decremented at each hop. The further
transmission of the message stops whenever its TTL count is reduced to zero. The
aim is to limit the search space within a particular distance. In Fig. 1 a TTL value
of 2 would eliminate the duplicate messages produced in the third step.

To make the problem more concrete, assume a random d-regular network and
a totally blind flooding setting, where a node forwards any received message to all
its neighbors, except the node it received the message from. Since the degree of
any node v is d, any message reception will result in d − 1 message transmissions
by v. If there were r(j) message receptions at step j, then there will be

r(j + 1) = (d− 1)r(j)
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Figure 1: Example of flooding on a simple network and produced messages.

message transmissions at step j + 1. The recursion easily gives

r(j) = d(d− 1)j−1, j ≥ 1,

since r(1) = d for the root node. The total number of messages transmitted up to
time t is then equal to:

M(t) =

t∑
j=1

r(j) = d
(d− 1)t − 1

d− 2
> (d− 1)t, (1)

which is exponential on the time step.
In Fig. 2(a) we show the number of messages predicted by (1), along with a

simulation run on a random 5-regular network of 100,000 nodes, that shows the
close match. On the other hand, in Fig. 2(b) we have plotted the total number of
nodes that have received the query message after each simulation step, for the same
network (curve with white circles). It is should be clear that after a few steps, the
number of such nodes is disproportionally smaller than the number of transmitted
messages. Based on Fig. 1, this means that a large number of messages are re-
transmitted to already visited nodes, i.e. they are unnecessary duplicate messages.

It is clear that the situation is undesirable and this is why duplicate detection
mechanisms (DDMs) need to be employed in order to limit unnecessary message
transmissions. Such a mechanism is used for example in Gnutella where each query
message is assigned a globally unique identifier (GUID) field [23]. When a peer
receives a message, it stores its GUID in a local query cache (qcache) and keeps
it there for some time. If the peer receives the same query message again (i.e. the
same GUID), it simply discards it, avoiding unnecessary transmissions.

This method of detecting duplicates may require a large amount of memory,
depending on the traffic that passes through each peer. High-traffic nodes will
receive large volumes of query messages per time unit and should thus either use
large qcaches or keep their qcache entries for smaller periods. It should also be noted
that the mechanism can never be perfect in the sense that a duplicate message
may always appear long after its GUID was removed from a peer’s qcache, for
example due to delays in the underlying physical network. Nevertheless, this simple
mechanism is quite powerful and eliminates the majority of redundant traffic, as
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is shown in the lower curve in Fig. 2(a). For this plot we have used the same
simulation parameters as in upper curve, but this time we have each peer maintain
a perfect qcache. It can be easily seen that the behavior of flooding has now moved
quite far from the exponential curve.

However, even by using a perfect DDM, there are certain duplicate messages
that cannot be prevented. We term them as unavoidable duplicate messages and
this is the kind of duplicate messages we are going to consider in the next sections.
Assume that a perfect local DDM is employed at each peer. By perfect, as noted
above, we mean that it never forgets an incoming message so as to avoid propagating
it twice. By local we mean that it has no knowledge of what messages the other
peers handle.

Definition 1 All duplicate messages that occur when every node utilizes a perfect
local duplicate detection mechanism are termed unavoidable duplicate messages.

These concern messages that arrive at the same node through different paths
in the network. In such cases, all the duplicate detection mechanism can do is stop
propagating them after they arrive. Unavoidable duplicates are shown in Fig. 1 by
dotted arrows. Even if a DDM eliminates most duplicates, unavoidable duplicates
represent a sizable redundancy as exemplified in Fig. 2(b). The upper curve (black
boxes) is a repetition of the message transmissions shown in Fig. 2(a), under the
assumption of a perfect DDM mechanism while the lower one is the number of
visited nodes as described above. At each step, the difference between the two
curves gives the number of unavoidable duplicates.

3 General Bounds On Unavoidable Duplicates

In this section, we provide simple general bounds for flooding-based search in ar-
bitrary networks where we assume that a perfect duplicate detection mechanism
is in effect. In addition to the DDM, we assume that neighboring nodes won’t
simultaneously exchange the same message. That is, if nodes v and u are neighbors
through edge e (see Fig. 3) and received the query message simultaneously from
other nodes, then only one of them will utilize e to transmit the message so as
to avoid a duplicate message transmission (this can be guaranteed for instance by
a simple handshake protocol for each transmission). We require this so that our
results are independent of the relative speeds of the nodes. If for example node
u is faster than node v or receives the query message slightly earlier, then there
will only be one duplicate message (which is unavoidable) transmitted towards v;
v won’t transmit the same message back to u. If, however, both nodes send the
message to each other blindly at the same time, then there will be two duplicate
messages, as shown in Fig. 3. Thus, depending on the relative node speeds, edge
e may be crossed by the query message either once or twice. With the above as-
sumption it is guaranteed that any edge in the network will be used at most once
to carry the query message. Based on the above, we are interested in the number
of unavoidable duplicate messages.

Consider a ‘discovery’ or ‘ping’ message that is flooded in order to reach as
many nodes as possible and assume that a total of m messages where transmitted

5



 0

 200000

 400000

 600000

 800000

 1e+06

 0  2  4  6  8  10  12

M
es

sa
g
es

TTL

4-regular network, 100000 nodes

blind flooding
Eq. (1)

flooding with DDM

(a)

 0

 50000

 100000

 150000

 200000

 250000

 0  2  4  6  8  10  12

A
v
er

ag
e 

n
u
m

b
er

 o
f 

v
is

it
ed

 n
o
d
es

TTL

4-regular network, 100000 nodes

flooding with DDM (messages)
visited nodes

(b)

Figure 2: (a) Blind flooding vs flooding with a duplicate detection mechanism, (b)
visited nodes and messages under a DDM.

over the network. Let the number of different nodes discovered be n (including the
discovery initiator). We have the following lemma.

Lemma 1 If a discovery request produces m messages, the number of different
discovered nodes is

√
2m ≤ n ≤ m + 1.

Proof : Suppose that the discovery request visited n different nodes, the initiator
and n− 1 other nodes. Clearly, if there are no duplicates, each message reaches a
new node and thus n− 1 ≤ m, or n ≤ m + 1.
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Figure 3: Duplicate message avoidance in neighboring nodes.

In addition, the subgraph induced by the n discovered nodes has at most
n(n − 1)/2 edges. Because of the duplicate detection mechanism and the above
assumption, no edge is going to be used more than once in order to propagate the
discovery request. Consequently,

m ≤ n(n− 1)

2
⇒ n ≥

√
2m.

Q.E.D.

Lemma 2 If the maximum node degree is ∆ and a discovery request produces m
messages, the number of different discovered nodes is 2m/∆ ≤ n ≤ m + 1.

Proof : The proof is identical to that of Lemma 1, except that in the subgraph
induced by the n discovered nodes, the edges are at most n∆/2 in number since
the degree of each node is at most ∆.
Q.E.D.

Corollary 1 If a discovery request produces m messages, the number of unavoid-
able duplicate messages is at most m + 1−max{

√
2m, 2m/∆}.

Given the duplicate detection mechanism, and the assumption in the beginning
of this section, it should be clear that no edge in the graph is going to be used
more than once in the process of flooding a certain message. This means that
the number of message transmissions can never exceed |E|, or dN/2, where d is
the average node degree. However, if all edges of the graph have been traversed,
then all nodes in the network will have been contacted. The result is that out of
the dN/2 messages, exactly N nodes will have been discovered. Considering that
N−1 messages are necessary to discover N different nodes, at most dN/2−(N−1)
messages are duplicates, leading to the next Lemma.

Lemma 3 For any discovery request, the number of unavoidable duplicate mes-
sages is at most N(d/2− 1) + 1.

In Fig. 4 we illustrate the bounds given above in the setting of a random 5-
regular network of 100,000 nodes. The solid plots represent simulation data while
the dashed ones represent derived bounds from the above analysis. In particular,
in Fig. 4(a), the upper curve is the count of message transmissions (m). The
lower curve is the lower bound on the number of discovered nodes, as obtained
from Lemma 2, which, in this case, is applied with ∆ = 5. The middle curve
is the actual number of discovered nodes during simulation. Fig. 4(b) depicts the
unavoidable duplicate messages, where in addition, the upper limit on their number
is given by the horizontal line as derived from Lemma 3.
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Figure 4: (a) Message transmissions and visited nodes and (b) unavoidable dupli-
cate messages.

4 A Simple Model

In this section we develop an approximate model for the behavior of flooding-based
search when a duplicate message detection mechanism is in effect. We consider
random networks of N nodes where the average node degree is given by d, and
where message transmissions are of the same speed, equal to 1 time unit (or step).
Assume that some node v has initiated the flooding procedure and let St be the set
of nodes that have been contacted through flooding, including node v, up to step t.
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We denote by mt be the expected number of messages transmitted exactly at step
t and by nt the expected number of nodes that lie in distance t from v. Finally, let

Mt =

t∑
i=1

mi

and

Nt =

t∑
i=1

ni

be the total number of messages and the total number of visited nodes, correspond-
ingly, up to and including step t.

Consider now step t+1. It should be clear that the new nodes contacted during
the (t + 1)-th step are given by St+1 \ St and are all nodes in distance exactly
t + 1 from the root node, i.e. nt+1 = |St+1 \ St|. Due to the duplicate detection
mechanism, the only nodes to transmit new messages at step t + 1 will be the
nt nodes in distance t. Since a node does not transmit the message back to the
neighbor that delivered it, the nodes in question will only transmit to new nodes
in distance (t+ 1) or to already visited nodes in distance t. Given that the average
node degree is d, then there will be (d− 1)nt message transmissions at step t + 1.

Because edges are uniformly random, message destinations are also uniformly
randomly distributed. As a result, the probability that a message is destined for
a new node, not already visited by time t, is given by (N −Nt)/N . Consequently
the number of new nodes discovered exactly at step t + 1 is given by

nt+1 = (d− 1)nt

(
1− Nt

N

)
. (2)

Using a similar argument we can derive the number of transmitted messages.
In particular, out of the (d− 1)nt possible edges to transmit the message from the
nt nodes, only a portion of (|E| − |Et|)/|E| of them will be used,

mt+1 = (d− 1)nt

(
1− |Et|
|E|

)
, (3)

where |Et| is the number of edges used up to step t and |E| is the total number of
edges in the network. Clearly, |E| = dN/2. The number of edges used up to step t
is approximated by

|Et| =
dNt−1

2
+

nt

2
. (4)

This is because by time t the nodes in St−1 will have utilized (for message trans-
missions) all their incident edges, which in number are equal to dNt−1, divided
by 2 to account for counting each edge twice. Observe, however, that at the tth
step, the edges leading to new nodes are only counted once, since the new nodes
do not belong to St−1. These new nodes are nt in number and are reached through
approximately nt edges, leading thus to the corrective +nt/2 term. Notice that
this is an approximation since there may exist two or more nodes in distance t− 1
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Figure 5: Visited nodes (a) and duplicate messages (b) in a random 5-regular of
100,000 nodes.

adjacent to a node in distance t. Based on the above, we can calculate the expected
number of duplicate messages as:

dupst+1 = mt+1 − nt+1. (5)

We note that (2) is reminiscent of the discrete logistic equation, which has been
used widely in the study of population growth patterns. Korhonen and Kurhinen
[24] use the logistic function to model information diffusion in a mobile encounter
network under several assumptions, while Oyama et al. [25] suggest the logistic
equation as a theoretical tool to approximate simulation results for data dissemi-
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Figure 6: Visited nodes (a) and duplicate messages (b) in a random 6-regular of
100,000 nodes.

nation over mobile p2p nets.
The model of (2)–(5), while simple, serves for a very effective approximation as

we have confirmed in our simulation experiments. In Fig. 5–7 we present simulation
results along with what the model gives. In Fig. 5 and 6 we consider a random
regular network of 100,000 nodes with node degree 5 and 6 respectively, while in
Fig. 7, the network is random (non-regular) with d = 7.

The plots exemplify the accuracy of our model. Its limitations stem mainly from
the simplifying approximation we used in (4) and the fact that the globally average
network degree (d) we use in our formulas, is different for the average degree of
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Figure 7: Visited nodes (a) and duplicate messages (b) in a random network of
100,000 nodes, with d = 7.

the visited nodes at each step. Nevertheless, the model succeeds to capture the
essential dynamic behavior of the flooding procedure.

5 Extending the model

In this section we discuss how the applicability of the simple model of Section 4
can be extended to networks other than the standard random ones.
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5.1 Networks with Given Clustering Coefficient

Clustering is a common characteristic found in many real networks such as social,
biological and technological networks [26, 27] and it expresses the property that two
neighbors of a node v may also be neighbors themselves. The clustering coefficient
(cc) of the network is measure of the clustering property and it defined as [26]:

cc =
3×N∆∑
v∈G

(
dv

2

)
where dv is the degree of a node v and N∆ is the number of triangles (i.e. triads of
nodes which are neighbors to each other) present in a network. We consider here
how the simple model of Section 4 can be extended to random graphs with tunable
clustering coefficient which have been studied recently [26, 22].

Since cc represents the probability that two nodes with a common neighbor are
also neighbors themselves, only a fraction 1 − cc of the edges a node uses at step
t+ 1 will lead to new (unvisited) nodes. Consequently (2) is modified as follows in
order to account for the given clustering coefficient:

nt+1 = (d− 1)nt(1− cc)

(
1− Nt

N

)
. (6)

Our simulator has been extended to generate random graphs with a given degree
distribution and clustering coefficient according to the algorithms of Heath and
Parikh [22]. We have conducted expirements using the updated model, using (6)
instead of (2), for various random graphs with Poisson-distributed degrees. In
Figs. 8 and 9 we present results for a random graph with 100000 nodes, average
node degree of 7 and cc value of 0.09, and 0.14, respectively. The plots demonstrate
that the modified model succeeds in following closely the behavior of flooding in
this class of topologies.

5.2 Power-Law Networks

The topological organization of many real networks obeys power law degree distri-
butions (the probability that a node has degree k is ∼ k−a) [28]. These networks
grow according to two basic principles: a) a new node is connected to m nodes
already present in the network and b) the new node chooses existing nodes with
probability proportional to their degree (preferential attachment property).

Our simple model is not directly applicable to this topology class. Because
the vast majority of nodes have very small degree and very few nodes are highly
connected, the average network degree (d) is very different from the average degree
of visited nodes at each step of the procedure. If the average node degree, dt,
in distance t from the originating node was known then our model would also be
applicable—the only difference being the use of dt instead of d in Eqs. (2)–(5).

To verify our argument we simulated power-law networks using the Barabasi-
Albert model [21]. Initially we performed flooding in order to estimate dt for every
step t of the procedure. We then utilized the estimated values as described above.
Indicative results are shown in Fig. 10 for a network with 100000 nodes and m = 2
(numbers of link for each new node) which confirm our theory.
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Figure 8: Visited nodes (a) and duplicate messages (b) in a random network of
100,000 nodes, with d = 7 and clustering coefficient cc=0.09.

6 Conclusion

In this work we have considered flooding in unstructured p2p networks. We have
analyzed the excessive overheads related to blind flooding, which justify the deploy-
ment of duplicate detection mechanisms. Such mechanisms are able to reduce the
unnecessary overheads substantially but cannot however eliminate the ‘unavoid-
able’ duplicate messages that emanate from the overlay network topology itself
and the multiplicity of different paths among nodes.

We have derived basic bounds for the number of such unavoidable duplicate
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Figure 9: Visited nodes (a) and duplicate messages (b) in a random network of
100,000 nodes, with d = 7 and clustering coefficient cc=0.14.

messages in any p2p network, which we also demonstrated through simulation. In
addition, we developed a simple but effective model for the behavior of flooding at
every step of the procedure, applicable to unstructured p2p overlays modeled as
random graphs of various classes. We are currently working on the refinement of
our model and its extensions.
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Figure 10: Visited nodes (a) and duplicate messages (b) in a barabasi network of
100,000 nodes, with m = 2.
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